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Scheduling algorithm for real-time
tasks of embedded systems based on

dynamic voltage regulation

Chang Weigong1

Abstract. In order to test the effectiveness of task energy saving scheduling algorithm,
an embedded task energy saving scheduling algorithm based on dynamic voltage regulation is de-
signed. Dynamic voltage regulation technology can effectively reduce energy consumption, so it
has been widely used. Now many processors have dynamic voltage regulation capability. With
the increasing demand for high performance and energy saving, multi-core processors have become
the mainstream of the embedded system market. For the multi-core system for energy-efficient
scheduling algorithms, task allocation, sequence arrangement and voltage arrangement have a sig-
nificant impact on energy efficiency. The purpose is to study how to adjust the order of tasks
that the voltage conversion of energy minimum, and study how to design the corresponding dy-
namic voltage regulation algorithm to solve the problem of multi-core system with fixed voltage
conversion time or negligible voltage conversion time. The experimental results show that in the
initial scheduling length, the method 2 uses the retimed directed acyclic graph as the object of
energy-saving scheduling. Based on the above finding, it is concluded that the proposed method
achieves good energy saving effect under the condition of meeting the task setting time limit.
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1. Introduction

With the rapid growth in the number of mobile devices and embedded device
platforms, energy consumption is gaining more and more attention. High perfor-
mance is currently a growing requirement, and high performance often comes at the
expense of huge energy consumption. Chip area continues to shrink, also makes the
energy consumption problem becomes more prominent. Many embedded systems
are energy-constrained. Therefore, energy minimization is an important issue in
embedded system design [1].

Dynamic voltage regulation technology can effectively reduce energy consump-
tion, so it has been widely used. In order to improve energy efficiency, many current
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processors support dynamic voltage regulation and provide a variety of supply volt-
age files [2]. The emergence of a variety of supply voltage processors in the market,
making it a reality in the processor layer for energy management. In order to meet
the needs of high-performance and reduce energy consumption, multi-core proces-
sors have become the mainstream of the embedded system market. In a multi-core
environment, since each processing core must share the same clock, blindly using
the existing dynamic voltage methods applied to single-core processors will result in
more unnecessary power consumption. It can be seen that the problem of multi-core
processor is more complex than multiprocessor. Therefore, it is necessary to take
multi-core processor as the research object, study how to reduce energy consumption
under the conditions of meet the time constraints.

2. Literature review

Weiser first proposed a variety of dynamic voltage scheduling algorithm [3], but
the shortcomings of the study are non-real-time tasks. However, his research has
enlightened the research of dynamic voltage scheduling algorithm, and then various
dynamic voltage scheduling algorithms have been proposed, which has solved the
energy optimization problem of different types of tasks running on different types of
systems.

For multi-processor/multi-core processor on the dynamic voltage regulation of
energy-efficient scheduling, reference [4] proposed an improved greedy algorithm
based on dynamic voltage regulation, this algorithm takes into account the concern
that unrelated tasks reduce energy consumption on multiprocessors with time con-
straints, obtains the widespread attention. However, these references do not address
the issue of using dynamic voltage techniques to save energy in multi-core systems.

Reference [5] proposes a two-stage approach to energy optimization for hetero-
geneous distributed systems under time constraints. First of all, the start time of
each task as late as possible with a random number, the value will be sorted in
ascending order will be given priority to the task, and then use the table scheduling
algorithm to achieve the task of distribution, apply the method of relaxation budget
to distribute the relaxation. The system is heterogeneous distributed system.

3. Methods

Definition: On a multi-core processor, for a scheduling generated by a retimed
directed acyclic graph, When the last computation task in a processing kernel has no
descendant node in the original corresponding acyclic graph, or a computing node
having a descendant node but representing a descendant node is assigned to the
same processing core as the last executed computing task, the scheduling length of
the processing core is the completion time of the last computing task executed on
it [6]. When the last computation task in a processing kernel has the descendant
node in the node corresponding to the original acyclic graph, And the computational
tasks in the computational tasks on behalf of their descendant nodes are assigned
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to the different processing cores, and the last executed computational task on the
processing core is allocated to the different processing cores, the scheduling length
of the processing core is the maximum completion time of the communication task
generated by the last computing task executed on the processing core [7].

Theorem: In the case where the voltage conversion time is a fixed constant or
can be ignored, when each task is executed in a frequency/voltage mode, the tasks
on each processor is executed in descending order of voltage or in ascending order,
resulting in minimal voltage transfer energy.

Assuming that the tasks on a certain processor core have n+1 frequency/voltage
mode, the voltage of the ascending order is V1, V1+a1 , V1+a2 , . . . , V1+ak−1

, V1+ak
,

. . . , V1+am−1
, V1+am

, . . . , V1+an
, where, 0 ≤ a1 ≤ a2 ≤ . . . ≤ ak−1 ≤ ak . . .

≤ am−1 ≤ am . . . ≤ an. The voltage conversion energy of the n+1 frequency/voltage
mode is

A+ Cr · [(ak−1 − ak)
2 + (ak − ak+1)

2 + · · ·+ (am−1 − am)2 +

+ (am − am+1)
2 + · · ·+ (an−1 − an)

2] , (1)

where A is the voltage conversion energy of the first k frequency/voltage modes and
Cr is the current ratio. Exchange of the position of V1+ak

and V1+am
will provide

A+ Cr · [(ak−1 − am)2 + (am − ak+1)
2 + · · ·+ (am−1 − ak)

2 +

+ (ak − am+1)
2 + · · ·+ (an−1 − an)

2] . (2)

Subtraction of formula (3) from formula (2) provides

2Cr · (ak − am) · [(ak−1 + ak+1)− (am−1 + am+1)] ≥ 0 . (3)

The same result can be obtained by swapping the positions of any two fre-
quency/voltage modes, so the tasks on the processing core are performed in the
order of ascending order of the voltage levels to minimize the conversion energy [8].
Similarly, the tasks of the processor cores are performed in the descending order of
the voltage profiles produced the minimum switching energy. It is considered that
the transition time from the operating state to the idle state of the applied processing
core may be a fixed constant and cannot be ignored, in this case, when the difference
between the given time limit and the completion time of the last computation task
on a certain processing core is smaller than the transition time from the operating
state to the idle state, the remaining time is run in the frequency/voltage mode of
the last computing task running on the processing core, therefore, in order to reduce
the energy consumption, the tasks on the respective processing cores are executed in
descending order of the voltage level for a processor whose conversion time from the
operating state to the idle state is a fixed constant and cannot be ignored. While
the transition time from the running state to the idle state is a negligible processor,
the tasks on each processing core can be performed in descending or ascending order
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of the voltage file [9].
After the above theoretical analysis, an algorithm is proposed to solve the energy-

saving scheduling problem of multi-core processors with task-dependent applications.
The energy-saving scheduling algorithm takes the isomorphic multi-core system with
dynamic voltage regulation capability as the research object, and realizes the com-
paction energy and the conversion energy. The work flow diagram of the algorithm
is shown in Fig. 1, and the implementation steps are shown in Table 1.

Fig. 1. Design flow diagram of energy - saving scheduling algorithms for dynamic
voltage regulation multicore systems

In order to verify the energy-saving effect of the proposed energy-saving schedul-
ing method, the proposed method (method 2) is compared with the method (method
1) proposed in the literature [10]. In the simulation experiment, five randomly gen-
erated directed acyclic graphs are used, named task set 1–task set 5, respectively.
The number of calculation tasks varies between 27 and 68, while the number of
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communication edges varies between 45 and 94. The number of calculation task cy-
cles satisfies a uniform distribution between 10 and 40, specific task characteristics
shown in Table 2.

Table 1. Implementation steps of energy-saving scheduling for multi-core system with dynamic
voltage regulation

Stage Step

Initial scheduling

Step 1: The calculation tasks are arranged in descending order
of cycles, the mapping of the tasks to the processing kernel is
carried out according to the principle of priority assignment
of the shortest processing kernel (for the calculation task).

Step 2: For each processing core, the calculation task with
the minimum communication time is set as the computation
task last executed by the processing core while the order of
the other calculation tasks is kept unchanged.

Step 3: The computational tasks on each processing core are
arranged at the lowest frequency (except for the frequency
corresponding to the idle state) of the processing core. If the
generated scheduling length is less than or equal to the given
time limit, the scheduling is accepted and returned, otherwise
go to step 4.

Step 4: The computational tasks on each processing core are
arranged at the highest frequency of the processing core.

Re-scheduling
Step 5: In the processing core with the shortest scheduling
length, select a computing task T, When its frequency is re-
duced by a frequency file and in accordance with its changes
in the voltage file in descending order, the computational task
on the processing core minimizes the total energy consump-
tion, the computation task T is extended in execution time,
that is, the frequency profile of the calculation task is reduced
one rating level.

Step 6: If the new schedule length of the processing core is less
than or equal to a given time limit, then accept the change, the
calculation task T is executed at the changed frequency profile,
the calculation task on the processing core is executed in the
order of decreasing voltage range, updating the schedule, go
to step 5; otherwise go to step 7.

Step 7: The calculation task T is executed at the frequency
before the conversion, the calculation tasks on the processing
core are executed in the order before the change, that is, accept
the last change, and return.

For the two computational tasks that have dependencies in the original acyclic
graphs, if they are assigned to different processing cores, the number of communi-
cation cycles between them is from 1 to 4 randomly selected values. For the two
computational tasks that have dependencies in the original acyclic graphs. If they
are assigned to the same processing core, the number of communication cycles be-
tween them is zero. In the studied system, the frequency on the bus is fixed, set
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to 208MHz. The generated task set was simulated on a multi-core system with 2
and 4 cores respectively. The processor using the Intel PXA270 power model, it can
operate in 7 frequency/voltage modes. For Intel PXA270, its mode transition time
is negligible. Calculate the voltage conversion energy, the initial time limit is the
initial scheduling length of the two nuclear processing system in the method 1, then
take the 10% of the schedule length as the step size, set the time limit, and take the
average value from obtained energy consumption.

Table 2. Task set feature table

Task Set Name Number of nodes Number of edges Number of cycles

Task Set 1 27 45 681
Task Set 2 35 54 880
Task Set 3 46 67 1233
Task Set 4 57 74 1520
Task Set 5 68 94 1808

4. Results

The simulation results of method 1 and method 2 are compared respectively from
the initial scheduling length and the average energy consumption. Figure 2 shows
the initial scheduling length comparison results of method 1 and method 2. Figure
3 shows the results of the average energy consumption comparison of method 1 and
method 2.

5. Discussion

The results show that, in the initial scheduling length, the method 2 uses the
retimed directed acyclic graph as the object of energy-saving scheduling, the tasks
in the retimed directed acyclic graphs do not have data dependency in iteration,
and improve the parallelism of tasks. Thereby reducing the initial scheduling length.
While the method 1 uses a directed acyclic graph, in the directed acyclic graph, the
data dependency of the task weakens the parallel ability of the task, resulting in
the initial scheduling length of the task is often larger than the initial scheduling
length generated by the retimed directed acyclic graph, at the beginning of the
average energy consumption, using the retimed directed acyclic graph as the energy-
saving scheduling object, so that make the dependencies task in the original directed
acyclic graph no longer exist data dependency within iteration, while there is only
data dependency between iterations, improve the parallel ability of the task and
can produce more slack. When the retimed directed acyclic graph is used as an
energy-saving scheduling object, the slack generated on one processing core can be
assigned to each task on the processing core, thus providing more frequency/voltage
mode adjustment opportunities for the task. Also, since the task execution order is
determined in the frequency/voltage mode selection process according to the voltage
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level of the task on each processing core, it is possible to simultaneously reduce the
dynamic energy consumption and the voltage conversion energy consumption.

Fig. 2. Comparison of initial scheduling lengths of two methods

Method 1 due to the influence of data dependency in the iteration, the slack
between tasks can only be used to reduce the frequency of the adjacent task and re-



516 CHANG WEIGONG

duce the frequency/voltage mode adjustment. Data dependency within the iteration
limits the ability to take advantage of multi-core, and therefore leads to a reduction
in energy-saving opportunities.

From the simulation results in Fig. 2 upper and bottom parts (a and b), it can
be seen that the initial scheduling length of method 2 is smaller than the initial
scheduling length of method 1.

Fig. 3. Comparison of average energy consumption of two methods
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From the simulation results in Fig. 3 upper and bottom parts (a and b), it can be
seen that the energy saving effect of the method 2 is better than that of the method
1.

6. Conclusion

The related research work of energy saving algorithm using dynamic voltage reg-
ulation technology is introduced. Taking the multi-core processor as the research
object, in order to solve the problem that the voltage conversion time of some proces-
sors is fixed or negligible, an energy-saving scheduling method is proposed to reduce
energy consumption and voltage conversion energy consumption. The method can
constrain the frequency/voltage regulation mode and can use the timed task graph
to schedule the object. It can also perform frequency/voltage mode selection and
task sequence adjustment. Dynamic voltage regulation technology can effectively
reduce energy consumption, so it has been widely used. In order to improve energy
efficiency, many current processors support dynamic voltage regulation and provide
a variety of supply voltage files. In order to meet the needs of high-performance and
reduce energy consumption, multi-core processors have become the mainstream of
the embedded system market. In a multi-core environment, since each processing
core must share the same clock, blindly using the existing dynamic voltage methods
applied to single-core processors will result in more unnecessary power consumption.
It can be seen that the problem of multi-core processor is more complex than mul-
tiprocessor. Therefore, it is necessary to take multi-core processor as the research
object, study how to reduce energy consumption under the conditions of meet the
time constraints. The simulation results show that the proposed method achieves
good energy saving effect under the condition of meeting the task setting time limit.
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